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Abstract. A combination of Bestvina–Brady Morse theory and an

acyclic reflection group trick produces a torsion-free finitely presented
Q-Poincaré duality group which is not the fundamental group of an

aspherical closed ANR Q-homology manifold.

The acyclic construction suggests asking which Q-Poincaré duality
groups act freely on Q-acyclic spaces (i.e., which groups are FH(Q)). For

example, the orbifold fundamental group Γ of a good orbifold satisfies

Q-Poincaré duality, and we show Γ is FH(Q) if the Euler characteristics
of certain fixed sets vanish.

1. Introduction

Existence and uniqueness questions (i.e., “Borel conjecture”) for closed as-
pherical Z-homology manifolds can be formulated for R-homology manifolds.
Mike Davis does this in [Dav00]: he asks if some algebra (i.e., having R-
Poincaré duality) is necessarily a consequence of some geometry (i.e., being
an R-homology manifold).

Question 1.1 (M. Davis). Is every torsion-free finitely presented group sat-
isfying R-Poincaré duality the fundamental group of an aspherical closed R-
homology n-manifold?

Theorem 2.1 answers this question in the negative. However, the construction
of that counterexample, as well as the spirit of the original question, suggests
weakening the conclusion.

Question 1.2 (Acyclic variant of a question of M. Davis). Suppose Γ is a
finitely presented group satisfying R-Poincaré duality. Is there a closed R-
homology manifold M , with

● π1M = Γ, and
● H⋆(M̃ ;R) =H⋆(point;R), that is, R-acyclic universal cover?

Instead of asking for an aspherical homology manifold (as in the original
question), this modified question only asks that the homology manifold have
R-acyclic universal cover. Nevertheless, a group acting geometrically and
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cocompactly on an R-acyclic R-homology manifold still possesses R-Poincaré
duality, so an affirmative answer to Question 1.2 provides a “geometric source”
for the R-Poincaré duality of a group.

For example, if a finite group G acts on a manifold Bπ, then there is an
extension

1→ π → Γ→ G→ 1, with Γ = π1 ((EG ×Bπ)/G),
and Γ satisfies Q-Poincaré duality. But for Γ to be the fundamental group
of a Q-homology manifold with acyclic universal cover requires, in particular,
that Γ be the fundamental group of a finite complex with Q-acyclic universal
cover. Thus we are led to ask

Question 1.3. For which groups Γ does there exist a finite complex X with

● H̄⋆(X̃;R) = 0 and
● π1X = Γ?

In other words, which groups act “nicely” (e.g., properly discontinuously,
cellularly, cocompactly) on acyclic complexes? This is property FH(R) intro-
duced by M. Bestvina and N. Brady.

Answering this question in the context of orbifolds amounts to a finiteness
obstruction. W. Lück designed an equivariant finiteness theory [Lüc89] (and
there are other descriptions of equivariant finiteness obstructions in the liter-
ature [tD81, Bag79]). In section 3 we will describe an equivariant finiteness
theory in a setup similar to that in [DL98], with the following result:

Main Theorem. Suppose a finite group G acts on a finite complex Bπ; let
Γ be π1 ((EG ×Bπ)/G), that is, the orbifold fundamental group of (Bπ)/G.
If, for all nontrivial subgroups H ⊂ G, and every connected component C of
(Bπ)H ,

χ (C) = 0,

then Γ ∈ FH(Q), i.e., there exists a finite CW complex X with π1X = Γ and

X̃ rationally acyclic.

In section 4.1, we will also see that the vanishing of certain Euler charac-
teristics is necessary, namely χ((Bπ)H) for cyclic subgroups H. There are
some examples in section 5.

Acknowledgments. This paper grew out of my Ph.D. thesis; I am very
thankful for all the help that my thesis advisor, Shmuel Weinberger, has
given me. I also thank the referee for many detailed and helpful comments
which improved the paper.

2. Reflection group trick

In [Dav98], M. Davis combined Bestvina–Brady Morse theory with the re-
flection group trick to produce Poincaré duality groups that are not finitely
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presented—and therefore, not fundamental groups of aspherical manifolds.
We apply this technique to rational Poincaré duality groups and rational ho-
mology manifolds, answering Question 1.1 in the negative.

Theorem 2.1. There exists a torsion-free, finitely presented PD(Q)-group Γ
which is not the fundamental group of an aspherical closed ANR Q-homology
manifold.

The construction of such a group Γ proceeds as follows:

● Let X be a simply connected finite complex which is Q-acyclic but
not Z-acyclic (for concreteness, the CW-complex S2 ∪ e3 where the
attaching map is a degree two map S2 → S2).

● Apply Bestvina–Brady Morse theory [BB97] to X; this produces a
group G /∈ FP(Z) with G ∈ FH(Q), so G acts freely and cocompactly
on a Q-acyclic space; let K be the quotient of such a free action.

● Apply a variant of M. Davis’ reflection group trick [Dav83] to a thick-
ened version of K; after taking a cover, this produces a torsion-free
group Γ satisfying PD(Q).

● Verify that the space BΓ is not homotopy equivalent to a finite com-
plex.

A closed ANR Q-homology manifold is homotopy equivalent to a finite com-
plex [Wes77]. Since BΓ is not homotopy equivalent to a finite complex, Γ
cannot be the fundamental group of an aspherical closed Q-homology mani-
fold.

2.1. Proof of Theorem 2.1. We exhibit a torsion-free, finitely presented
PD(Q)-group which is not the fundamental group of an aspherical finite com-
plex, let alone a closed ANR Q-homology manifold.

2.1.1. PL Morse theory. We begin by producing a group which satisfies a
rational finiteness property, but not an integral finiteness property. Choose a
simply connected finite complex X which is Q-acyclic but not Z-acyclic; for
the sake of concreteness,

X = S2 ∪f e3 with f ∶ Be3 = S2 → S2 degree two.

Let L be a flag triangulation of X. Then consider the union of tori

X = ⋃
σ∈L

∏
v∈σ

S1.

In the cube complex X, it is easy to check that the link of each vertex is L,
and, because L is flag, this means that X is CAT(0) (see [BH99]).

The following theorem summarizes a result of Bestvina–Brady PL Morse
theory [BB97]; this is a version of Morse theory designed to analyze spaces
such as the above cubical complex.



4 JIM FOWLER

Theorem 2.2. Let L be a finite flag complex. Let A = AL the associated right
angled Artin group, and Γ the kernel of a natural map AL → Z.

● If L is R-acyclic, then Γ ∈ FH(R).
● If L is simply connected, then Γ is finitely presented.
● If L is not R-acyclic, then Γ /∈ FP(R).

Since L is simply connected and Q-acyclic, but not Z-acyclic, the corre-
sponding Γ is finitely presented and FH(Q), but not FP(Z).

The fact that Γ ∈ FH(Q) means there is a finite complex K with π1K = Γ

and H̄⋆(K̃;Q) = 0; it is to this complex K that we apply the reflection group
trick.

2.1.2. An acyclic reflection group trick. Mike Davis introduced his reflection
group trick in [Dav83]; his excellent book [Dav08] is a great introduction to
the technique.

Since K is a finite complex, there is an embedding K ↪ RN for some
N ; a regular neighborhood of K ⊂ RN is manifold N with boundary BN .
Observe that N deform retracts to K. An introduction to the theory of
regular neighborhoods can be found in [RS72, Coh69].

The reflection group trick uses a Coxeter group to glue together copies
of N , transforming the manifold with boundary N to a closed manifold W .
We now describe how the copies of N are glued together. Choose a flag
triangulation L of BN ; let G be the right-angled Coxeter group associated to
this flag triangulation. For each vertex v ∈ L, let Dv be the star of v in the
barycentric subdivision L′ of L. Copies of N will be glued along the “mirrors”
Dv; specifically, define

W̃ = (N ×G)/ ∼
where (x, g) ∼ (x, gh) whenever x ∈ Dh. Choose a finite index torsion-free

subgroup G′ of G, and let W = W̃ /G′. An application of Mayer-Vietoris
proves

Proposition 2.3. W is a closed manifold, with Q-acyclic universal cover.

Additionally, π1W = G′ ⋊Γ is torsion-free, since G′ and Γ are both torsion-
free (the former by assumption, the latter because it is a subgroup of an Artin
group).

Proposition 2.4. The space Bπ1W does not have the homotopy type of a
finite complex.

Proof. The group π1W = G′ ⋊ Γ retracts onto Γ, and so, Bπ1W retracts onto
BΓ. If Bπ1W had the homotopy type of a finite complex, then BΓ would
be a finitely dominated complex, and so Γ ∈ FP(Z). But Γ was constructed
above (using Bestvina–Brady Morse theory) so that Γ /∈ FP(Z). �

The existence of such a group W proves Theorem 2.1, answering Ques-
tion 1.1 in the negative.
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3. Modules over categories

We work in the framework used by Davis–Lück’s of “spaces over a cat-
egory” [DL98], using the equivariant algebraic K-theory developed by Lück
[Lüc89]. After setting up this framework, we will describe an instant finiteness
obstruction in section 3.6; this obstruction lies in K0(Groupoids ↓ R-Mod),
in contrast to the “usual” obstruction which lies in K0(RΓ). The advantage
to considering the refined obstruction in K0(Groupoids ↓ R-Mod) is that it
can be computed in terms of Euler characteristics of components of the fixed
sets, as we’ll see in section 4.2.

3.1. Categories over categories.

Definition 3.1. Let C be a small category, and Cat any category; we define
a category of diagrams C-Cat as follows:

● ObjC-Cat consists of functors F ∶ C →Cat, and
● given two such functors F and G, the morphisms HomC-Cat (F,G)

are the natural transformations from F to G.

This is the functor category and is usually denoted CatC ; we use the alter-
nate notation C-Cat, evoking the equivariant notation as in “G-spaces.”

Example 3.2. The category Spaces is the category of compactly generated
topological spaces; an object in C-Spaces is called a (covariant) C-space; a
contravariant C-space is a covariant Cop-space. We likewise have C-AbGroups
and C-R-Mod, which form abelian categories and for which W. Lück has de-
veloped homological algebra [Lüc89].

Any functor F ∶ A→ B induces

C-F ∶ C-A→ C-B
by sending A ∶ C → A to C-F (A) = F ○ A. For instance, the fundamental
groupoid functor Π ∶ Spaces→Groupoids induces

C-Π ∶ C-Spaces→ C-Groupoids.

At times, however, we would like to talk about the category of C-spaces, for
a varying small category C. This desire is behind the following definition.

Definition 3.3. Let A and B be categories, with A a subcategory of Cat,
the category of small categories. Then the category

A ↓ B

has as objects the functors F ∶ A → B, for A an object of A; in other words,
an object of the category A ↓ B consists of a choice of an object A ∈ A, and
a functor from A to B.

A morphisms in HomA↓B(F ∶ A → B, F ′ ∶ A′ → B) consists of a functor

H ∶ A→ A′ with a natural transformation from F to F ′ ○H.
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Although it will not be important in the sequel, note that A is a 2-category
(meaning a category enriched over Cat), and A ↓ B is likewise a 2-category.

3.2. Balanced products. A construction well-known to category theorists—
that of a coend—gives a natural transformation from a bifunctor Cop×C →Cat
to a constant functor [Mac71]. We apply this in the case of Cat, a monoidal
category, to combine a contravariant and covariant C-object over Cat into an
object of Cat.

Definition 3.4. Let Cat be a monoidal category with product ×; let A and
B be contravariant and covariant C-objects, respectively. Then the balanced
product of A and B, written A ×C B, is

⊔
c∈ObjC

A(c) ×B(c)/ ∼

where (xf, y) ∼ (x, fy) for x ∈ A(d), y ∈ B(c), and f ∈ Hom(c, d).

We will be using balanced products in the context of spaces (under cartesian
product of spaces) and modules (under tensor product of modules). At first,
balanced products may seem too abstract, but balanced products (and coends
more generally) are abstractions of a better-known construction: geometric
realization.

Example 3.5. Define ∆, the simplicial category (see [May67]), where

● Obj∆ consists of totally ordered finite sets, and
● Hom∆(A,B) consists of order-preserving functions from A to B.

Further define ∆ to be the ∆-space, sending a totally ordered finite A to

∆(A) = (∣A∣ − 1)-simplex,

and an order-preserving function to the inclusion of simplices.
A simplicial space is a functor X ∶ ∆op → Spaces, i.e., an object of ∆op-

Spaces. The balanced product of a simplicial space X with ∆ (written X ×∆

∆), is the geometric realization of the simplicial space X.

3.3. Orbit category.

Definition 3.6. Define the orbit category of a group G, written Or(G), as
follows:

● Obj Or(G) = {G/H ∶H a subgroup of G},
● HomOr(G)(G/H,G/K) is the set of G-maps between the G-sets G/H

and G/K.

Naturally associated to a G-space, there are both contravariant and covari-
ant Or(G)-spaces.

Example 3.7. Let X be a (left) G-space; there is a contravariant Or(G)-space

G/H ↦XH ,
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with G/H → G/H ′ sent to XH′ ⊂ XH . Associated to X, there is also a
covariant Or(G)-space

G/H ↦X/H,
with G/H → G/H ′ sent to X/H →X/H ′.

In fact, the reverse is possible: given a contravariant Or(G)-space, we can
recover a G-space.

Proposition 3.8. A contravariant Or(G)-space is (naturally) a left G-space.

Proof. The construction is formally similar to geometric realization (see Ex-
ample 3.5).

Suppose X is a contravariant Or(G)-space. Let ∇ be the covariant Or(G)-
space given by sending G/H to itself, that is, to the finite set with the discrete
topology. Then

X ×Or(G) ∇
is a (left) G-space. Specifically, g ∈ G acts on X ×Or(G) ∇ by the map
id×Or(G)Lg where Lg ∶ G/H → G/H is left multiplication by g. �

3.4. K-theory. An object in Groupoids ↓ R-Mod is an “R[G]-module”
for some groupoid G; we define certain (full) subcategories of Groupoids ↓
R-Mod, corresponding to finitely generated free and finitely generated pro-
jective R[G]-modules. We will speak of both contravariant and covariant
R[G]-modules.

Definition 3.9. A complex in Groupoids ↓ R-Mod is a collection of such
modules Mi (with i ∈ Z) and maps di ∶ Mi → Mi−1. We say the complex is
bounded if all but finitely many of the modules are zero.

Write Cplx (Groupoids ↓ R-Mod) for the category of complexes of finitely
generated projective R-modules over a groupoid; maps between complexes are
chain maps.

As is usually the case, “free” is adjoint to “forgetful” (i.e., the forgetful
functor from Groupoids ↓ R-Mod to Groupoids ↓ Sets).

Definition 3.10 (see page 167, [Lüc89]). A module M in Groupoids ↓
R-Mod is a free module with basis B ⊂M , an object in Groupoids ↓ Sets,
if, for any object N in Groupoids ↓ R-Mod and map f ∶ B → N , there is a
unique morphism F ∶M → N extending f .

In addition to free modules with basis B, we can speak about modules
generated by a particular subset.

Definition 3.11 (see page 168, [Lüc89]). Suppose M is an object in the cate-
gory Groupoids ↓ R-Mod, and S is a subset (i.e., an object in Groupoids ↓
Sets). Then the span of S is the smallest module containing S, namely,

spanS = ⋂{N ∶ S ⊂ N and N is a submodule of M }.
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If S is a finite set (i.e., finite over the indexing category, meaning S(g) is a
finite set for each object g in the groupoid), we say that spanS is finitely
generated .

Definition 3.12 (see page 169, [Lüc89]). A module P in Groupoids ↓
R-Mod is projective if either of the following equivalent conditions holds:

● Each exact sequence 0→M → N → P → 0 splits.
● P is a direct summand of a free module.

Having studied these modules, we can define an appropriate K-theory for
the category Groupoids ↓ R-Mod, via Waldhausen categories [Wal85] as in
[Lüc89]. This K-theory is the correct receiver for the Euler characteristic.

Definition 3.13. The Euler characteristic χ of a bounded complex (Mi, di)
in Cplx (Groupoids ↓ R-Mod) is

χ (⋯ →M0 → ⋯) = ∑
i∈Z

(−1)i[Mi] ∈K0(Groupoids ↓ R-Mod).

3.5. Chain complex of the universal cover. In Wall’s finiteness obstruc-
tion for a space X, the most important object is C̃(X), the R[π1X]-chain

complex of the universal cover ofX. This is traditionally denoted by C⋆(X̃;R),
but we will write C̃(X) to emphasize the functorial nature of the construction.

However, the usual construction is insufficiently functorial: C̃ transforms
a space X into a chain complex over a ring that depends on the group π1X;
consequently, it is not clear what the target category of C̃ ought to be. Worse,
only basepoint preserving maps X →X induce endomorphisms of C̃(X).

The definition of A ↓ B is exactly what we need to define the target of the
functor C̃, and by using the fundamental groupoid instead of the fundamental
group, we avoid the basepoint issue: any self-map of X will induce a self-map
of C̃(X).

Before we can define C̃, we define the universal cover functor . The functor
−̃ ∶ Spaces→Groupoids ↓ Spaces sends a space X to the functor X̃ ∶ ΠX →
Spaces. This latter functor sends a object in ΠX, which is just a point x ∈X,
to the universal cover of X using x as the base point.

The functor C ∶ Spaces → Cplx (R-Mod) sends a space to its singular
R-chain complex. Note that this induces a functor

Groupoids ↓ C ∶ Groupoids ↓ Spaces→Groupoids ↓Cplx (R-Mod)

Not too surprisingly, we compose −̃ and Groupoids ↓ C.

Definition 3.14 (See page 259, [Lüc89]). The functor

C̃ ∶ Spaces→Cplx (Groupoids ↓ R-Mod)

sends a space X to C(X̃).
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Note that there is a natural map

Groupoids ↓Cplx (R-Mod) →Cplx (Groupoids ↓ R-Mod) .
As a result of the functoriality of C̃, we can apply C̃ over a small category C
to get

C-C̃ ∶ C-Spaces→ C-Cplx (Groupoids ↓ R-Mod)
→Cplx (C ↓ (Groupoids ↓ R-Mod)) .

3.6. Instant finiteness obstruction. Our goal is to define maps

Wall ∶ FindomSpaces→K0(Groupoids ↓ R-Mod),

W̃all ∶ FindomSpaces→ K̃0(Groupoids ↓ R-Mod),

so that W̃all ≠ 0 obstructs an R-finitely dominated space from being R-
homotopy equivalent to a finite complex. There are a few terms that need to
be defined.

Here, FindomSpaces is built from a full subcategory of Spaces, consisting
of those spaces which are R-finitely dominated , but the choice of domination
is part of the data.

Definition 3.15. A space Y is R-dominated by X if there are maps

Y
iÐ→X

rÐ→ Y

with r ○ i ∶ Y → Y an R-homotopy equivalence. Further, a space is R-finitely
dominated by X if X is a finite complex.

Whenever we speak of an R-homotopy equivalence, we really mean an
R[π1] equivalence—i.e., the induced map C̃(Y ) → C̃(Y ) is chain homotopic
to the identity.

Ranicki has defined an instant finiteness obstruction. His algebraic frame-
work remains applicable for complexes of modules over a category. In par-
ticular, Proposition 3.1 of [Ran85] associates an element of K0(Groupoids ↓
R-Mod) to a finite domination; this defines the maps Wall and W̃all for a
finitely dominated space, and Proposition 3.2 of [Ran85] yields

Proposition 3.16. If a space X is R-finitely dominated, and W̃all(X) = 0,
then X is R-homotopy equivalent to a finite complex.

Or rather, we can only show that C̃(X) is chain equivalent to a complex of
finitely generated free R-modules. But in many cases, this is enough: Leary
(in Theorem 9.4 of [Lea02]), shows that if G is a group of finite type (i.e., BG
has finitely many cells in each dimension), then G is FL(Q) if and only if G
is FH(Q). This means that finite domination and the above algebra suffices
to get the geometry.

What we have done thus far for spaces is valid for C-spaces. For instance,
a C-space Y is said to be R-finitely dominated if there is a finite C-space
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X, (meaning for each c ∈ C, the space X(c) is a finite complex), and maps

Y
iÐ→X

rÐ→ Y with an R-homotopy equivalence r ○ i.

Proposition 3.17. If Y and Y ′ are R-finitely dominated contra- and covari-
ant (respectively) C-spaces and C is finite, then

Y ×C Y ′

is an R-finitely dominated space.

Proof. This is fairly straightforward: suppose Y and Y ′ are finitely dominated
by X and X ′, respectively. Then we have

Y ×C Y ′ i×Ci′
ÐÐÐÐÐÐÐ→X ×C X ′ r×Cr′

ÐÐÐÐÐÐÐ→ Y ×C Y ′

and it is enough to prove that

(r ×C r′) ○ (i ×C i′) ∶ C̃(Y ×C Y ′) → C̃(Y ×C Y ′)

is an R-equivalence, and that X ×C X ′ is a finite complex. �

The finiteness obstruction for a balanced product Y ×C Y ′ can be computed
from the finiteness obstructions of the terms Y and Y ′; this amounts to an
equivariant version of the Eilenberg–Zilber theorem, as in [GG99].

Proposition 3.18. For Y and Y ′, finitely dominated contravariant and co-
variant C-spaces, respectively,

Wall(Y ×C Y ′) = Wall(Y ) ⊗C Wall(Y ′).

This follows from the decomposition on page 229 of [Lüc89], relating bal-
anced tensor product of chain complexes to the balanced product of spaces.

4. Proof of Main Theorem

4.1. A necessary condition. Denote the Euler characteristics over a field
R by χ(X;R) = ∑i(−1)i dimHi(X;R). The Lefschetz Fixed Point Theorem
([Hat02], [Bro71]) will obstruct some groups from satisfying FH(R).

Proposition 4.1. Suppose R ⊃ Q is a field, and that

1→ π → Γ→ G→ 1,

with Bπ homotopy equivalent to a finite complex, and G a finite group. If there
exists a compact X having π1X = Γ and R-acyclic X̃, then, for all nontrivial
g ∈ G,

χ ((Bπ)⟨g⟩ ;R) = 0.
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Proof. The map X̃/π → Bπ is anR-homology equivalence, and isG-equivariant
(though not necessarily an equivariant homotopy equialvence). Consequently,

χ ((Bπ)⟨g⟩ ;R) = tr (g⋆ ∶H⋆(Bπ;R) →H⋆(Bπ;R)) (by Lefschetz)

= tr (g⋆ ∶H⋆(X̃/π;R) →H⋆(X̃/π;R)) (by G-equivariance)

= 0 (by freeness of the G-action on X̃/π).

�

Proposition 4.1 is strong enough to obstruct certain groups from satisfying
FH(Q).

Example 4.2. The group Z/nZ acts on Zn by permuting coordinates; Z/nZ
also acts on the kernel of the map Zn → Z given by adding coordinates. Use
the action on the kernel to define Γ = Zn−1 ⋊Z/nZ.

The action of Z/nZ on BZn−1 = (S1)n−1 fixes n isolated points. Upon
applying the classifying space functor B, the kernel Zn−1 of the map Zn → Z
is

BZn−1 = {(α1, . . . , αn) ∈ (S1)n ∣ ∑αi = 0},
and Z/nZ acts on BZn−1 by cycling coordinates. So a fixed point of the Z/nZ
is a point (α, . . . , α) with nα = 0 ∈ S1. There are n such solutions, namely
α = 2πk/n for k = 0, . . . , n − 1. Consequently,

χ(((S1)n−1)Z/nZ) = n,

and hence Proposition 4.1 implies that Γ does not act freely on any Q-acyclic
complex.

4.2. A sufficient condition. The necessary condition given in Proposition 4.1
is not sufficient. As we will see later, a sufficient condition requires examining
the Euler chacteristic of connected components of other subgroups, not just
the cyclic subgroups. Here, we use the machinery from Section 3 to prove the
main theorem.

Let X be a G-space; we consider X to be a contravariant Or(G)-space by
Proposition 3.8.

Definition 4.3. BOr(G) is the covariant Or(G)-space given by

G/H ↦ BH =K(H,1),
and sending the map G/H → G/H ′ to the map BH → BH ′ induced from
H ⊂H ′.

Proposition 4.4. For a G-space X,

X ×Or(G) BOr(G)
is associated to the G-space X ×G EG = (X ×EG)/G.
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In light of Proposition 4.4, it may appear that the machinery of balanced
products did little but complicate the usual Borel construction; as we will see
in a moment, the machinery of balanced products will facilitate the calculation
of an instant finiteness obstruction.

Main Theorem. The finiteness obstruction Wall(X ×Or(G) BOr(G)) van-
ishes provided

χ(connected component of XH) = 0

for all nontrivial subgroups H ⊂ G.

Proof. The covariant Or(G)-space which Q-finitely dominates BOr(G) is a
point over each orbit, and the contravariant Or(G)-space which Q-finitely
dominates X is simply XH over each orbit. Thus the balanced product is
finitely dominated, and it remains to calculate the finiteness obstruction

Wall(X ×Or(G) BOr(G)) = Wall(X) ⊗Or(G) Wall(BOr(G)).
Since each H is finite, the rational chain complex of BH can be taken to be
the single module [Q] in degree 0, since [Q] is projective as a QH module.
In short, Wall(BOr(G))(G/H) is [Q].

Since X is already finite, Wall(X) is the equivariant Euler characteristic;
the equivariant Euler character as defined on page 99 of [Lüc89] is a chain
complex over the component category Π0(G,X), which involves a contribution
from each connected component of the fixed sets XH . Provided that the Euler
characteristics of the components of fixed sets of X vanish, then the balanced
tensor product also vanishes, and so too the finiteness obstruction. �

5. Examples

There are examples where the finiteness obstruction vanishes; we give two
sources of such examples: the reflection group trick, and lattices with torsion.

5.1. Reflection group trick. We have already seen the reflection group trick
([Dav83, Dav08]) in section 2. To further illustrate the trick, we construct a
group Γ, with n-torsion, which is the fundamental group of a rational homol-
ogy manifold (in fact, a manifold) with Q-acyclic universal cover. Since the
fundamental group Γ has n-torsion, there is no closed, aspherical manifold
with fundamental group Γ.

Proposition 5.1. Let G = Z ×Z/nZ. Then there exists a closed manifold M
so that

● π1M retracts onto G,
● M̃ is Q-acyclic.

Proof. Let π = Z, so that BZ = S1. Consider BZ with the trivial Z/nZ action,

so that the fixed set (BZ)Z/nZ = BZ = S1 has vanishing Euler characteristic.
By the Main Theorem, there is a finite complex Y having π1Y = Z×Z/nZ and
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having universal cover Ỹ rationally acyclic. In other words, G = Z × Z/nZ ∈
FH(Q). For convenience, name the generators of G by setting G = ⟨t, s⟩sn =
1, st = ts⟩.

For this example we do not have to apply the Main Theorem to show
G ∈ FH(Q). A construction of Y , side-stepping the Main Theorem, begins by
showing that G ∈ FP(Q), then that G ∈ FL(Q), and finally that G ∈ FH(Q),
which yields the desired space.

First, note that Q[Z] is a projective Q[G]-module, so

(1) Q←Ð Q[Z] ←Ð Q[Z] ←Ð 0

is a finite length projective resolution of Q as a trivial Q[G]-module; in other
words, G ∈ FP(Q). To see that Q[Z] is a projective Q[G]-module, use the
projection

proj1(z) =
1

n
(1 + s +⋯ + sn−1) z

which has image isomorphic to Q[Z] on which s acts trivially. Let Q[Z]′ be
the image of the complementary projection,

proj0(z) =
1

n
((n − 1) − s − +⋯ − sn−1) z,

so that Q[G] = Q[Z] ⊕Q[Z]′.
This projective resolution can be improved to a free resolution of Q as a

trivial Q[G]-module. Tensor the resolution (1) with the resolution

Q←Ð Q[Z/nZ] ←Ð Q′ ←Ð 0,

where Q′ is the Q[Z/nZ]-module so that Q ⊕ Q′ ≅ Q[Z/nZ]. This yields a
complex

Q←Ð Q[G] ←Ð Q[G] ⊕Q[Z] ←Ð Q[Z] ←Ð 0,

By including a canceling pair of the complements Q[Z]′, we arrive at the
desired free resolution

Q ε←Ð Q[G] d1←Ð Q[G]2 d2←Ð Q[G] ←Ð 0.

Here ε is the augmentation,

d1(x, y) = (1 − t)x + proj1 y, and

d2(z) = (proj0 z,−(1 − t)proj1 z + proj0 z).

Thus, G ∈ FL(Q).
Theorem 9.4 of [Lea02] states that a group of finite type is FL(Q) iff it is

FH(Q), so the free resolution in fact yields a space Y having π1Y = Z×Z/nZ
and rationally acyclic universal cover Ỹ .

Since Y is finite, it embeds in RN for some N , and we can apply the
reflection group trick to a regular neighborhood of Y ⊂ RN , producing a
manifold (not merely a rational homology manifold) M with universal cover

M̃ rationally acyclic, and π1M retracting onto G. �
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5.2. Preliminaries on Lattices. Historically, the first source of Poincaré
duality groups were fundamental groups of aspherical manifolds, and a basic
source of aspherical manifolds are lattices.

Proposition 5.2 ([Hel62]). Let G be a semisimple Lie group, K a maxi-
mal compact, and Γ a torsion-free uniform lattice (i.e., a discrete cocompact
subgroup). Then Γ/G/K is a compact, aspherical manifold with fundamental
group Γ.

Consequently, uniform torsion-free lattices Γ satisfy PD(Z). Next, we examine
what happens when Γ is only virtually PD(Z).

Proposition 5.3. Let G be a finite group, π a group satisfying PD(Z), and
Γ an extension,

1→ π → Γ→ G→ 1.

Then Γ satisfies PD(Q).

One can do better than Q: if R = Z[1/G], meaning Z with divisors of ∣G∣
inverted, then Γ is PD(R).

Proof. Extensions of Poincaré duality groups by Poincaré duality groups sat-
isfy Poincaré duality [JW72], and finite groups are 0-dimensional Q-Poincaré
duality groups. �

Understanding groups satisfying which are virtually PD(Z) permits us to
examine linear groups with torsion.

Selberg’s Lemma ([Sel60]). Every finitely generated linear group contains
a finite index normal torsion-free subgroup (in other words, every such group
is virtually torsion-free).

Example 5.4. Uniform lattices, even when they contain torsion, satisfy PD(Q)
because, by Selberg’s lemma, a uniform lattice is virtually torsion-free, and
therefore, satisfies V PD(Z).

Whether χ(Γ/G/K) vanishes is indepedent of Γ; it depends only on the
Lie group G. This is true even if Γ is non-uniform (via measure equivalence
[Gab02] and the equality of the L2 and usual Euler characteristic [Ati76,
Lüc02]). The fixed sets are themselves lattices in smaller Lie groups, so it
is easy to check that the Euler characteristic vanishes on fixed sets. As a
result, lattices form a particularly nice class with respect to the finiteness
obstructions in the Main Theorem. In the next section, we produce some
examples.

5.3. Vanishing Euler characteristics of fixed sets.
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Proposition 5.5. For odd n, there is a uniform torsion-free arithmetic lattice
π in SO(n,1) and a Z/nZ action on the locally symmetric space

X = π/SO(n,1)/SO(n)

with fixed set XZ/nZ = S1.

Proof. We first recall the usual construction of arithmetic lattices; we follow
Chapter 15C of [Mor01] and describe how to produce an arithmetic lattice in
SO(n,1). Begin by defining a bilinear form

B(x, y) =
n

∑
i=1
xi yi −

√
2x0 y0

so that G = SO(B) = SO(n,1). Note that Z/nZ acts on Rn+1 preserving this

form, and that the action is by integer matrices. Let O = Z[
√

2], and let GO
denote the O-points of G.

The diagonal map ∆ ∶ G → G × Gσ, for σ the Galois automorphism of
Q(

√
2) over Q, sends GO to ∆(GO), a lattice in G×Gσ. But Gσ = SO(n+ 1)

is compact, so after quotienting by the Galois automorphism, GO remains a
lattice in G. And GO is cocompact, by the Godement Compactness Criterion
(that arithmetic lattices are cocompact precisely when they have no nontriv-
ial unipotents [MT62]). By Selberg’s lemma, we may choose a finite-index
subgroup of GO; let π denote the intersection of translates of this finite-index
subgroup under the Z/nZ action.

The action of Z/nZ on SO(n,1) descends to the quotient

X = π/SO(n,1)/SO(n),

since it preserves the lattice π. In the universal cover SO(n,1)/SO(n), the
set fixed by Z/nZ is a line; in the quotient manifold X, the set fixed by Z/nZ
is no more than 1 dimensional. It is possible that the action might also have
some isolated fixed points—but there are no isolated fixed points, because
Z/nZ cannot fix isolated points on an odd-dimensional manifold (lest it freely

act on the link, an even-dimensional sphere). So the fixed set XZ/nZ is a
1-manifold, i.e., a disjoint union of circles. �

By Proposition 5.5, there is an extension

1→ π → Γ→ Z/nZ→ 1

and since χ(BπZ/nZ) = χ(S1) = 0, the equivariant finiteness theory implies

that there exists a space Y with π1Y = Γ and whose the universal cover Ỹ is
a rationally acyclic space. In short, Γ ∈ FH(Q).

Question 5.6. For which n does Z/pZ act with nontrivial fixed set on an
hyperbolic n-manifold?
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This is possible in dimensions 2 and 3 by taking branched covers (as in
[GT87]). Asking for a nontrivial fixed set is important: Belolipetsky and
Lubotzky [BL05] have shown that for n ≥ 2, every finite group acts freely on
a compact hyperbolic n-manifold.

In contrast, the construction in Proposition 5.5 required dimension at least
n to get Z/nZ to act with nontrivial fixed set. The fact that there are only
finitely many arithmetic triangle groups [Tak77] is perhaps relevant to an-
swering Question 5.6.

If we relax Question 5.6 to a combinatorial curvature condition (i.e., locally
CAT(−1); see [BH99]), we can easily prove the following.

Proposition 5.7. For every p and odd n ≥ 3, there is a locally CAT(−1)
manifold M admitting a Z/pZ action having fixed set MZ/pZ a disjoint union
of circles.

Proof. In brief, first construct an action of Z/pZ on a closed n-manifold Xn,
having fixed set a disjoint union of circles, and finish by hyperbolizing. Now
we spell out a few details.

Our construction of Xn depends on our assumption that n is odd; in this
case, Z/pZ acts freely on the odd-dimensional sphere Sn−2, and by taking the
join with a circle on which Z/pZ acts trivially, we get an action of Z/pZ on
Sn = Sn−2 ∗ S1 having fixed set S1.

Triangulate X equivariantly; consequently, the fixed set S1 is in the 1-
skeleton of X.

Now apply strict hyperbolization [CD95, DJ91] to the triangulation of X.
The hyperbolized space inherits a Z/pZ action (since hyperbolization is func-
torial with respect to injective simplicial maps). The 1-skeleton of the hyper-

bolization of X consists of two copies of X(1), so a fixed circle in X contributes
two circles to the hyperbolization. �

We cannot do something similar for even dimensional manifolds (because a
Z/pZ action with circle fixed set would give, by considering the link of a fixed
point, a Z/pZ action on an odd dimensional sphere with two fixed points,
which is not possible). But by crossing the output of Proposition 5.7 with
S1 on which Z/pZ acts trivially, we produce an even dimensional CAT(0)
manifold with a Z/pZ action fixing a disjoint union of tori. That is, we have
shown

Corollary 5.8. For every p and every n ≥ 3, there is a locally CAT(0) man-
ifold M admitting a Z/pZ action having non-empty fixed set with vanishing
Euler characteristic.
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